
to their cave sites and that starch granules got
attached to and preserved on stone tools. I can-
not prove that starch from all stone tools rep-
resents direct tool function (12, 13). Core tools
and scrapers were exposed to starches more
often than other tool types. Three-quarters of the
starch assemblage comes from chipped stone,
not ground or polished tools. African Middle
Stone Age lithic repertoires do not yield large
quantities of dedicated grinders that would dem-
onstrate the processing of seeds. These early
grinders are simply modified cobbles and core
tools (Fig. 3) (14), with a suspected use that
conforms to the technological action known as
“diffuse resting percussion” and “pounding”
(15), which allow the grinding of plant
materials. It is not clear why the tools should
be mostly coated with grass starches and not so
much with other types of starch. It is possible
that high-starch–bearing grass refuse built up

considerably in the cave’s main chamber at
times of human occupation, thus coating both
tools that were used in the processing of grass
seeds and others that were not. These data imply
that early Homo sapiens from southern Africa
consumed not just underground plant staples
(16) but above-ground resources too.
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Universality in Three- and Four-Body
Bound States of Ultracold Atoms
Scott E. Pollack,* Daniel Dries, Randall G. Hulet

Under certain circumstances, three or more interacting particles may form bound states. Although the
general few-body problem is not analytically solvable, the so-called Efimov trimers appear for a
system of three particles with resonant two-body interactions. The binding energies of these trimers are
predicted to be universally connected to each other, independent of the microscopic details of the
interaction. By exploiting a Feshbach resonance to widely tune the interactions between trapped
ultracold lithium atoms, we find evidence for two universally connected Efimov trimers and their
associated four-body bound states. A total of 11 precisely determined three- and four-body features are
found in the inelastic-loss spectrum. Their relative locations on either side of the resonance agree
well with universal theory, whereas a systematic deviation from universality is found when comparing
features across the resonance.

Oneof the most notable few-body phenome-
na is the universally connected series of
three-body bounds states first predicted

by Efimov (1) in 1970. Efimov showed that three
particles can bind in the presence of resonant
two-body interactions, even in circumstances where
any two of the particles are unable to bind.
When the two-body scattering length a is much
larger than the range of the interaction potential
r0, the three-body physics becomes independent
of the details of the short-range interaction.
Surprisingly, if one three-body bound state exists,
then another can be found by increasing a by a
universal scaling factor, and so on, resulting in an
infinite number of trimer states (2). Universality
is expected to persist with the addition of a fourth
particle (3–7), with two four-body states associated
with each trimer (5, 7). Intimately tied to the three-
body state, these tetramers do not require any
additional parameters to describe their properties.

Ultracold atoms are ideal systems for exploring
these weakly bound few-body states because of
their inherent sensitivity to low-energy phenome-
na, as well as the ability afforded by Feshbach
resonances to continuously tune the interatomic
interactions. Pioneering experiments with trapped,
ultracold atoms have obtained signatures of
individual Efimov states (8–12)—as well as two
successive Efimov states (13, 14)—via their
effect on inelastic collisions that lead to trap
loss. Evidence of tetramer states associated with
the trimers has also been found (13, 15). Al-
though the locations of successive features are
consistent with the predicted universal scaling,
systematic deviations as large as 60% were
observed and attributed to nonuniversal short-
range physics (13). In the work presented here, we
use a Feshbach resonance in 7Li for which a/r0
can be tuned over a range spanning three
decades (16). This enables the observation of
multiple features that are compared to universal
theory.

We confine 7Li in the |F = 1, mF = 1〉 (where F
is the total spin quantum number and mF is its
projection) hyperfine state in an elongated, cylin-

drically symmetric, hybrid magnetic—plus—
optical dipole trap, as described previously (16).
A set of Helmholtz coils provides an axially
oriented magnetic bias field that we used to tune
the two-body scattering length a via a Feshbach
resonance located near 737 G (17). For a > 0,
efficient evaporative cooling is achieved by
setting the bias field to 717 G, where a ~
200a0 (a0 is the Bohr radius), and reducing the
optical-trap intensity. Depending on the final trap
depth, we create either an ultracold thermal gas
just above the condensation temperature TC or a
Bose-Einstein condensate (BEC) with >90%
condensate fraction. For investigations with a <
0, we first set the field to 762Gwhere a ~ −200a0
and proceed with optical-trap evaporation, which
is stopped at a temperature T slightly above TC.
In both cases the field is then adiabatically
ramped to a final value and held for a variable
hold time. The fraction of atoms remaining at
each time is measured via in situ polarization
phase-contrast imaging (18) for clouds where
the density is high, or absorption imaging in the
case of lower densities.

Analyzing the time evolution of the number
of atoms in the trap determines the three-body
loss coefficient L3 (8, 13, 19), as well as the
four-body loss coefficient L4 (15). Recombination
into a dimer is a three-body process because a
third atom is needed to conserve both momentum
and energy. For a > 0, the dimer can be weakly
bound with binding energy e = ħ2/(ma2) (where
m is the atomic mass and ħ is Planck’s constant
h divided by 2p), whereas for a < 0 there are
only deeply bound molecular dimers. The
recombination energy released in the collision
is sufficient to eject all three atoms from the trap
for a < 0, as well as for a > 0 whene ≳ U (where
U is the trap depth). In the case of the BEC data,
this latter condition holds for a ≲ 5000a0. None-
theless, we assume that all three atoms are lost for
any recombination event because, even for a
larger than 5000a0, we observe rapid three-body
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loss. We ascribe this observation to a high
probability for dimers to undergo vibrational
relaxation collisions that result in kinetic energies
much greater than U. Four-body processes
proceed in a similar fashion (6, 15).

The equation describing the dynamics of
three- and four-body loss is

1

N

dN

dt
¼ −

gð3Þ

3!
L3〈n2〉 −

gð4Þ

4!
L4〈n3〉 ð1Þ

where N is the total number of atoms in the trap
at time t, and the brackets denote averages over
the density distribution n (17). For a thermal
gas, the spatial correlation coefficients g(3) and
g(4) are, respectively, 3! and 4!, whereas for a
BEC, both are set to 1 (20, 21). We have ver-
ified that heating from recombination is small
for our short observation times and therefore
omit this effect in our analysis (15, 19). By fitting
the time evolution of the number of atoms to the
solution of Eq. 1, we extract L3 and L4 as a

function of a. Figure S1 shows the loss of atoms
as a function of time in regimes where either L3
or L4 dominates (17). Four-body loss is readily
distinguished from three-body loss by the shape
of the loss curve.

Figure 1 shows the extracted values of L3
across the Feshbach resonance, exhibiting the
expected a4 scaling (22, 23), but with several
dips and peaks punctuating this trend. Two
prominent peaks, labeled a−1 and a−2 in Fig. 1A,
dominate the landscape for a < 0. We attribute

Fig. 1. (A) L3 as a func-
tion of a. Data shown
with purple diamonds
correspond to a thermal
gas withN~106, T~1 to
3 mK (31), and U ~ 6 mK
and were taken with
radial and axial trapping
frequencies wr = (2p)
820 Hz and wz = (2p)
7.3 Hz, respectively. The
remaining data corre-
spond to a BEC with N ~
4 × 105, T < 0.5 TC, U ~
0.5 mK, and wr = (2p)
236Hz.Weadjustwz (17)
to enhance or reduce
three-body loss, where
wz = (2p) 1.6 Hz (red tri-
angles), wz = (2p) 4.6 Hz
(blue circles), and wz =
(2p)16Hz (greensquares).
The black dashed lines
show an a4 scaling, and
the thick black solid lines
are fits to an analytic
theory (2, 17). The thin
green lines show the
square of the energies (in arbitrary units) of the first and second Efimov states,
as predicted from the universal theory (2), where we have fixed the location of the
first Efimov state to overlap with a1

−, and the atom-dimer continuum is coincident
with the dashed line for a > 0. Several representative error bars indicating the SE

from the fit are shown (17). (B toD) Detail around the loss features associated with
the atom-dimer and two possible dimer-dimer resonances. The black dotted lines
are fits to eq. S4, whereas the black solid lines include additional super-
imposed Gaussian fits to account for the features not described by eq. S4.

Table 1. Locations (in a0) of three- and four-body loss fea-
tures and inelasticity parameters (dimensionless) (17). The fea-
tures a∗2,1 and a∗2,2 are tentatively assigned. The first number
in parentheses characterizes the range over which c2 of the
fit to theory increases by one while simultaneously adjusting
the other parameters in the fit. The second number charac-
terizes the systematic uncertainties in the determination of
a (17).

a > 0 a < 0

a1þ ¼ 119(11)(0) a1− ¼ −298(10)(1)
a2þ ¼ 2676(67)(128) a2− ¼ −6301(264)(740)
a2∗ ¼ 608(11)(7) a1,1T ∼ −120(20)(0)
[a2,1∗ ≈ 1470(15)(38)] a1,2T ≈ −295(35)(1)
[a2,2∗ ≈ 3910(60)(278)] a2,1T ≈ −2950(200)(150)
h1þ ¼ 0:079(32)(20) a2,2T ≈ −6150(800)(700)
h2þ ¼ 0:039(4)(10) h− ¼ 0:13(1)(3)

Table 2. Relative locations of loss features, those predicted by theory, and the percent
difference D = (data/theory – 1). The uncertainties are those propagated from Table 1.

Ratio Data Theory D(%)

a > 0 a2þ=a1þ 22.5(22)(11) 22.7* −1(9)(5)
a2þ=a2∗ 4.40(14)(16) 4.46* −1(3)(4)
a2,1∗ =a2∗ ≈2.42(5)(4) 2.37‡ +2(2)(2)
a2,2∗ =a2∗ ≈6.4(2)(4) 6.6‡ −3(2)(6)

a < 0 a2−=a1− 21.1(11)(24) 22.7* −7(5)(11)
a1,1T =a1− ~0.40(7)(0) 0.43† −6(16)(0)
a1,2T =a1− ≈0.99(12)(0) 0.90† +10(14)(0)
a2,1T =a2− ≈0.47(4)(4) 0.43† +9(9)(9)
a2,2T =a2− ≈0.98(13)(1) 0.90† +8(14)(1)

a → T∞ ja1−j=a1þ 2.5(2)(0) 4.9* −49(5)(0)
ja2−j=a2þ 2.4(1)(4) 4.9* −52(2)(9)
ja1−j=a2∗ 0.49(2)(1) 0.97* −49(2)(1)
ja2−j=a2∗ 10.4(5)(14) 22.0* −53(2)(6)

*See (2). †See (7). ‡See (28).
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these peaks to the crossings of the energies of
the first two trimer states with the free-atom
threshold, thus providing additional pathways
into deeply bound molecular states (23). For a >
0, the dominant features are dips, indicated in
Fig. 1A as aþ1 and aþ2 , corresponding to recom-
bination minima. These minima are associated
with the merging of the same two trimer states
into the atom-dimer continuum and have been at-
tributed to destructive interference between two dif-
ferent decay pathways into weakly bound dimers
(22, 23). We fit the data to L3(a) = 3C(a)ħa4/m,
where C(a) is a logarithmically periodic function
characterizing effects from the Efimov states (17).
The analytic expression for C(a) contains the lo-
cation of one universal trimer resonance a− < 0
or recombination minimum a+ > 0 and an in-
elasticity parameter h related to the lifetime of
the Efimov state (2). The observed features are fit
individually to extract these parameters (Table 1).
The universal theory describing Efimov physics
(2) predicts a logarithmic spacing in the two-body
scattering length between trimer states of ep=s0 ≈
22:7, where s0 = 1.00624 is a universal parameter
(1). Table 2 shows that the ratios aþ2 =a

þ
1 and

a−2=a
−
1 agree well with the universal theory.

A local maximum in L3, indicated as a∗2 and
shown in detail in Fig. 1B, can be discerned
between the two recombination minima aþ1 and
aþ2 . We associate this feature with an atom-
dimer resonance, given its location with respect
to the nearby minima. A simple model (13) has
been proposed to explain the enhanced losses
present at the atom-dimer resonance. This model
describes an avalanche process whereby a
single dimer traveling through a collisionally
thick gas shares its kinetic energy with multiple
atoms, thereby increasing from three the
effective number of atoms lost for each dimer
formed (24).

For a < 0, L3 achieves its maximum value
of ~10−19 cm6/s at a−2 . This value is reasonably
consistent with the expected unitarity limit (19, 25).
At even larger values of |a|, L3 saturates to a value
below the unitarity limit, a behavior previously
seen in experiments (8) and numerical calculations
(25, 26).

The four-body loss coefficient (L4) for a < 0
was also extracted from the data, and the results
are presented in Fig. 2. Three resonant peaks in
L4 are observed, which we associate with the
crossings of tetramer states with the free-atom
continuum (3–7, 13, 15, 27). Two universal
tetramers are predicted to accompany each
Efimov trimer (5, 7). The black solid line in
Fig. 2 is calculated using only the observed
three-body locations and widths, in addition to
an overall scaling, without any other free
parameters (17). The agreement between this
curve and the data lead us to assign the peaks to
the second tetramer of the first Efimov trimer,
aT1,2, and both tetramers of the second Efimov
trimer, aT2,1 and aT2,2 (15). Although we do not
have the resolution to detect an enhancement in
L4 at the expected location of the first tetramer
aT1,1, an enhancement of L3 is observed at the
expected location (Fig. 1A), which we tenta-
tively identify with aT1,1 (7, 13). The existence of
two tetramer states tied to a single trimer state
has also been verified in 133Cs (15) and 39K (13).

Two additional peaks in L3 are observed on
the a > 0 side of the resonance (Fig. 1, C and D).
Features at these relative positions have not been
previously observed or predicted, although they
occur very close to where the two tetramer states
associated with the second trimer are expected to
merge with the dimer-dimer continuum (28). We
have no explanation of how a dimer-dimer
resonance would affect the inelastic-loss rate, as
we expect the dimer fraction to be small and,
consequently, the probability of dimer-dimer
collisions to be negligible. One possibility is that
they arise because of an interference effect,
similar to that occurring in the three-body process
at aþ1 and aþ2 . Presently, we tentatively associate
these features with dimer-dimer resonances
located at a∗2,1 and a∗2,2.

In Table 2, we present the relative spacings
of observed loss features along with those
predicted by the universal theory. Universal scaling
is expected when |a| >> r0, where r0 is the van der
Waals radius (33a0 for Li) (29). Another require-
ment for universality is that |a| >> |Re|, where Re is
the effective range (14). Figure S4 shows that Re is

relatively small over the relevant field range and
is ~ −10a0 on resonance (17). For comparison,
in the |1, 0〉 state of 7Li, Re ~ −30a0 at the
resonance near 894 G (14). Both conditions for
universality are well-satisfied for the second
Efimov state, but the requirement that |a| >> r0
is only marginally satisfied for the first. Nonetheless,
we find good agreement with the universal
scaling relations between features on each side
of the Feshbach resonance separately.

The features across a Feshbach resonance are
also thought to be universally connected (2, 26).
However, when we compare features across the
Feshbach resonance, we find a systematic dis-
crepancy with theory of a factor of 2 (Table 2).
This discrepancy can be expressed as a differ-
ence in the three-body short-range phase be-
tween the two sides of the Feshbach resonance
DF = s0ln(|a

−|/a+) (22, 26). The locations of the
features reported here result in phase differ-
ences of 0.92(10)(0) and 0.86(4)(17) (the un-
certainties are defined in Table 1) for the first
and second trimer, respectively, whereas the
universal prediction is 1.61(3) (2). Finite tem-
perature causes the trimer resonances to broaden
and shift toward smaller |a| (8, 25, 26). This
would decrease the values of DF, because we
extract L3 from a thermal cloud at a− and a much
colder BEC at a+. Measurements of 39K also
show a discrepancy with theory across the reso-
nance, but with DF = 1.91(7) (13). On the other
hand, measurements of the first trimer resonance
and second trimer recombination minimum in the
|1, 0〉 state of 7Li result in DF = 1.7(2), in good
agreement with universal theory, assuming the
universal scaling of 22.7 between trimer states
(14). These variations in DF may indicate the
need for additional physics to be included in
the universal model (26, 30).
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Experimental Observations of
Stress-Driven Grain Boundary Migration
T. J. Rupert,1,2 D. S. Gianola,1,3 Y. Gan,4 K. J. Hemker1*

In crystalline materials, plastic deformation occurs by the motion of dislocations, and the regions
between individual crystallites, called grain boundaries, act as obstacles to dislocation motion.
Grain boundaries are widely envisaged to be mechanically static structures, but this report outlines
an experimental investigation of stress-driven grain boundary migration manifested as grain
growth in nanocrystalline aluminum thin films. Specimens fabricated with specially designed
stress and strain concentrators are used to uncover the relative importance of these parameters on
grain growth. In contrast to traditional descriptions of grain boundaries as stationary obstacles to
dislocation-based plasticity, the results of this study indicate that shear stresses drive grain
boundaries to move in a manner consistent with recent molecular dynamics simulations and
theoretical predictions of coupled grain boundary migration.

The strength and ductility of materials are
inherently related to processes that govern
the way that atomsmove past one another,

and, in crystalline metals, plastic deformation is
most often associated with the way that dislo-
cations (linear crystalline defects) move through
individual crystals called grains. The mechanical
behavior of metals and alloys can be tailored by
introducing microstructural obstacles to disloca-
tion motion; solid solution strengthening, precip-
itation hardening, and grain boundary strengthening
are all examples of this. The latter is related to the
fact that dislocation glide in polycrystalline metals
is limited by the presence of grain boundaries and
the misorientation between grains that they em-
body. The general realization that smaller grain-
sized materials (possessing a higher density of
grain boundaries) are stronger has lead to the
often-cited Hall-Petch relation, which states that
strength scales with the reciprocal square root of
grain size (1, 2) and assumes that grain boundaries
act as obstacles to plastic deformation within the
material.

Materials scientists traditionally describe the
detailed geometric structure of grain boundaries
through a coincident site lattice (CSL), which
promotes the view of grain boundaries as me-
chanically static, immovable structures. However,
recent studies involving nanocrystalline materials
have introduced convincing evidence to suggest
that grain boundaries are not static; mechanically
induced room temperature grain growth has been
associated with indentation (3–5), compression
(6, 7), and tensile loading (8–11). These obser-
vations cannot be described by classical models
of grain growth (8) and were originally charac-
terized as strain-driven grain boundary migration
(4). Subsequent experiments quantifying grain
growth in terms of temperature (5), strain rate
(10), proximity to crack tips (12), and testing
mode (7) suggested that grain boundary migra-
tion in nanocrystalline metals may be driven
more by stress than by plastic strain. The exper-
iments outlined below demonstrate that the
room-temperature grain growth observed in nano-
crystalline metals is associated with shear stress-
driven grain boundarymigration, thereby confirming
recent theories of coupled grain boundary migration
(13, 14) and confirming that grain boundaries are
not static structures as traditionally assumed.

It is widely acknowledged that shear stresses
drive dislocation motion. The motion of low-
angle grain boundaries, which consist of dislo-
cation arrays, under shear stress can be described
by the collective movement of the individual
dislocations in these boundaries (15, 16). By

contrast, the concept of shear stress moving a
high-angle grain boundary is relatively foreign to
the materials science community, with experi-
mental observations of such a mechanism being
elusive. Cahn and co-workers (13) have recently
published a unified theory of coupled grain
boundary motion based on the supposition that
the normal motion of a grain boundary couples to
the tangential displacement (shear) of adjacent
grains. Molecular dynamics simulations (14, 17)
and bicrystal experiments (18–20) involving the
migration of specific high-angle tilt boundaries
have been shown to be consistent with Cahn’s
theory of coupled boundary migration. Recent
molecular dynamics simulations (21) suggest
that a fraction of general grain boundaries do
exhibit anomalously high mobility when operat-
ing in a shear coupled mode, but experimental
extensions to a more general population of bound-
aries, where grain boundaries are composed of
a combination of twist and tilt character and
bounded by grain boundary junctions, have
proven much harder to realize. Moreover, the
need for measurable grain boundary mobility
requires that the bicrystal experiments be done at
elevated temperature, making the separation of
mechanical and thermal effects problematic. The
occurrence of room-temperature grain growth in
nanocrystalline metals offers the opportunity to
impose much higher stresses on a much wider
range of boundaries without the superposition of
elevated temperature. This study was specifically
designed to test the hypothesis that shear stresses
can directly cause high-angle grain boundaries to
move. The experiments described here allowed
the investigation of the influence of normal and
shear stresses and strains on the motion of a wide
population of grain boundaries as encountered in
most polycrystalline materials, without the need
to characterize adjacent nanocrystalline grains
and boundaries with high fidelity.

In order to elucidate the effect of stress and
strain on mechanically induced grain growth, we
have borrowed a page from the fracture mechan-
ics community, where geometric concentrators
have been used to discriminate between stress-
controlled brittle fracture and strain-controlled
ductile fracture (22, 23). We present experiments
on freestanding nanocrystallineAl thin films, where
spatial variations in the stress and strain states were
deliberately introduced by using special sample
geometries. A major benefit of our approach lies in
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